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MODELLING AND IDENTIFICATION OF NONLINEAR DYNAMIC LOADS IN POWER SYSTEMS

Danilel Karlsson
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Absiract

This paper describes an approach for experimental determina-
tion of aggregate dynamicloadsin power systems. The work ismo-
tivated by the Importance of accurate load modelling in voitage
stability analysis. The models can be expressed in generai as non-
linear differential equations or equivalently realised In block dia-
gram form as interconnections of nonlinear (memoryless) func-
flons and lnear dynamic blocks. These components are
parameterised by load indexes and fime constants. Experimental
results from tests in Southern Sweden on the identification of these
porameters are described.
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1 Introduction

Models for dynamical analysis of power systems typically have a
consistency problem. While It is scientifically possible to give quite
detalledmodels for generators, lines, transformers and control de-
vices, load modeliing can often only be treated on an adhoc ba-
sis. in stability analysis for instance, we need a representation of ef-
fective power demand at high voltage buses. This may include
the aggregate effect of numerous load devices such as lighting,
heating and motors plus some levels of fransformer tap-changing
and other control devices. Building up the aggregate effect by
combining device characteristics may not be possible. in many

cases. quite simplified aggregate load representations like im-

pedances are used alongside detalled generator modeis. This

seems related to three research questions:

1. To what extent are accurate ioad models important in
power system stability analysis:

2. Given that derivation of aggregate models from compo-
nent characteristics is not feasible, what are appropriate
mathematical structures to represent high voltage effec-
tive load;

3. How can the aggregate load modeis (from question 2) be
determined in practice.

Briefly. we refer to these questions as mode justification, structure
determination and Identification respectively. The present paper
is primarily concerned with model structure and identification
from systern tests.

The study of load model justification in dynamical anatysis of pow-
o1 systems seems to demandmore attention. The usual aggregate
load model expresses the real andreactive load powers asnonlin-

’ a
ear functions of vottage: for instance, the form P"(VL) with a
0

single index a. for real load power Is popular (with a similar form for
reactive power) [ 1-3]. Frequency dependence can be included.
but is usually ignored. For fransient (angle) stabllity, there s stil
some debate about whether acceptable first swing assessment
can be done withimpedance loadmodeis.i.e. a = 2 ratherthan
specifically determined values [4-6]. The present work is moti-
vated more by voitage stability analysis (7]. Here it is widely ac-
cepted thatioad characteristics atlow voltage play animportant
role: turther, dynamics of loads s important [7, 8], However, the dy-
namical description of loads at HV buses certainly required more
attention. For static (load flow) voitage stability analysis, it is often
assumed that the load powers arein fact constant,i.e. a = 0.in
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order to reflect voltage contrad action by tap-changers and
switched capacitance. This is not appropriate in the study of dy-
namic behaviour.

This paper Is an outcome of projects in Sweden aiming to develop
dynamical load models and study voitage dynamics following
large disturbances. A study of dynamical load modeliing wasiniti-
ated by Karlsson and Pehrsson [9]. Walve [8] commented on their
model while discussing the importance of ioad modeliing in un-
derstanding the 1983 Swedish blackout. The model in [9] Included
a dynamic voltage term within a linear structure. Observations of
field load fransient responses led Edstém and Walve [10] to study
In more detall some nonlinear aspects of load recovery following
avoltage step. Although voltage collapse in generalis a phenom-
enon thattakes several minutes, it wasrecognized that most of the
load modelling work so far had concentrated on induction ma-
chines in the range of seconds after a disturbance. The aim was
to develop accurate load modeils for voitage stability studies, val-
Id for at least several minutes after a disturbance. However, at this
stage no (nonlinear) model relating general voltage to power sig-
nals was proposed. Hill [11] proposed such a model with a simple
nonlinear structure defined by fwo nonlinear functions and a re-
coverytime constant. This was subsequently used to explore static
vs dynamic aspects of voltage stabliity [12-14). Meanwhile Karls-
son et. al. devised experiments to record load responsesto various
voltage signals [15]. This data was used to identify a parficular re-
covery model which can be derived from the general input-out-
put dynamical modei described earlier in (11, 12].The load func-
tions were assumed to have the single index form. This paper aims
to present a coordinated discussion of the overall load modeliing
approach covefing model structures and parameter identifica-
tion. The discussion of structures blends ideas presented previously
by Hill {11, 13] and Karlsson [15]; results from the recent thesis by
Karlsson [16] are used to illusirate model parameter identification
from field tests.

The structure of the paper Is as follows. Section 2 discusses typical
load responses and their representation as solutions of nonlinear
differential equations. These can be expressed in higher-order
scalar or first-order vector form. It is also convenient to view the
models as block diagram interconnections of nonlinear functions
and linear dynamic biocks. Section 3 reviews techniques for pa-
rameter identification in nonlinear systems. Section 4 follows
Chapter 3 of the thesis [ 16] to ilustrate recovery model identifica-
tion from fleld tests; a one dimensional model with single index
steady-state and translent load functions is identified for data re-
flecting seasonal variation.

2 General Load Model Structures

Consider a high voltage bus as in Agure 2.1. The real andreactive
power demands P, and @, are considered to be dynamically re-
lated to the voltage V.
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Figure 2.1 High Voltage Load Bus

Measurementsinthe laboratory and on power system buses[9, 10,
17 } show that the load response to a step in voltage ¥ Is of the
general form shownn Agure 2.2. (The responses for real andreac-
five power are similar qualitativety: only the real power response
Is shown.) The significant features of the response are as follows: 1)
astepin powerimmediately follows a step invottage; 2) the power
recoversto a new steady-state value; 3) the recovery appears fo
be of exponential (sometimes underdamped) form, at least
approximately:; 4) the size of the step and the steady-state value
are nonlinearly related to voitage [10]. These features are easily
connected to physical aspects of specific loads [13].
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v,

Figure 2.2 General Load Response

Asin[13], we can propose a general load model as an impiicit dif-
ferential equation

JEOPEY, P PV VD, P =0 ()
where PO, v denote the higher order derivatives of P,, Vrespec-
fively. (A similar equation applies for reactive power Q)

For first order dynamics, equation (1) becomes
fB PV V) =0 @

Aninput - output version of this model is illustrated simply in Figure
2.3where V ischosen asthe inputto anonlinear dynamical system

with output P,

v | P L)

F

Figure 2.3 Input - Output Load Representation

The above discussion of Figure 2.2 suggests there are (af least) two
noniineartties in a reasonable model: one describing a steady-
state relationship. i.e. the steady-state offset 4P,. and the othera
fransient one, i.e. the jump 4P,. Further linear dynamics can
approximately describe the transient recovery. Assuming first or-
der dynamics, Hil [11] proposed that the load response in Figure
2.2canberegarded asthe solution of the scaiar differential equa-
tion

TP, + Py = PAV) + k()W ®
The motivation for this structure is easy to see.
Setting derivatives to zefo gives the steady-state model

Py=P(V) @
Rewriting (3) as
1,24+ Py = PN + T4 PW)) ®
where
v
Py = 6
g T’jk,(a)do +co )

0
¢p @ constant, clearly shows that &,(-) defines the fast changes in
load according to P, = P«V). (The presence of T, in (8) can be
avoided by replacing (V) by T,e,(V) in (3).) To see this precisety.
we consider the step response in Agure 2.2.

For solving equation (3) analytically [ 11, 13] or numerically {12], the
fact that all solutions satisfy an equivalent normal form model was
u)s]edm T;Is form Is expressed (with slight change of notation to
[1"-13D as

i = —-Tl:x’ + N(V) @

Py = Tl'x, + P(V) @)
where
N(V):= P(V) - PV) ®

The solution of differential equation (3) for the voltage step Is

P = PAV,) + [PV - PAVo) - PAV.)
_(‘-,e
e i’ 2> '0

0
+ PV,

Note
Pty =) = PV
Pfty +) = Pe(Vo) = [PAVy) — PAV )]
P =) = P(V.)
From these observations, we easily obtain for power increments
shown in Figure 2.2
AP‘:- P&‘o—)—P‘(‘o")-P‘Vo-P‘(V.*) (12)
4dP;:= Pty =) — PL=) = P{Vy) — P(V.,) a3
So the nonlinear functions P(-) and k(-) (or P(-)) independently
determine the steady-state and transient power increments 4P,
and 4P, respectively.
In choosing o model to fit fleld data (15]. Karlsson chose to use this
normal form structure (7)-(9). To explore the first order case in de-
tall, it Is convenient to rewrite it In his more physicaily suggestive
notation by setting x, = TP,
TP, +P, = N(V) a4
Py=P, +P(V) (15)
We will see some physicat significance of P, below. The model

used In [15, 16] is expressed in the form (14), (15). (9) with the spe-
clal load functions:

an

PAV):= p,(T‘,’;) )
a;
PV := PO(VV;) an

ay
The steady-state model P, = P,,(VV-) conesponds to the widely
0,
used static model [1-3]. Note that in model form (3), (17) corre-

4P P a—-1
spondsto k,(V) = T,-d—vl = TF‘“'V:(%) .

We will continue here with the more general form (14) ~ (15) . Two
separate functions appear, namely P,(-) associated with steady-
state voltage dependence and P{.) associated with transient
voltage dependence. in principie, these could be chosen with
various polynomial forms [3].
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Figure 2.4 Decomposition of First-Order Recovery Response

It is instructive to note how the recovery response arises from the
model in form (14) - (15). This is shown In Figure 2.4 for the step re-
sponse. Clearly, P(.) describes the fransient jump and state varl-
able P, the recovery to a steady-state determined by P.).
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Figure 2.5 Block Diagram Representations of First-order Load Model

Now, It is convenient to note that the normal form model is easily
given the block diagram representation shown in Figure 2.5 (a).
One special case of interest is where the steady-state and fran-
sient load functions ore related by constant scaling. le.
P(V) := P(V) = CP(V). Then the block diagram can be smplified
considerably. From (5), we get

TpdP(V)

TP, +Py=PV) + G
The corresponding block diagram Is shown in Agure 2.5 (b) with

T,
T, = F"Tz = T, A reviewer of [13] pointed out that this model
has been used in utility software. it captures recovery behaviour,
but does not allow separate indices for transient and steady-state

behaviour.

In summary, It Is now clear that the scalar nonlinear load model
and its equivalent normai form (14), (15), (9) (or (7) - (9)) can be
viewed as ablock diagram Interconnection of nonlinear functions
and a linear fransfer function in the general form of Figure 2.6{18].
Analytical aspects of this generalisation are pursued in [18].

[N | i

Figure 2.6 General Load Model

For higher order dynamics
bus™ + b1+ ..+ by
S ta, Pttt g

the response of Hgure 2.2 can be obtained with more exotic re-
covery, l.e. multiple time-constants and/or osclilatory behaviour.

The first-order normal form (14)-(15) (or (7)-(9)) is a special case of
more general representation. Translating the transfer function G(s)
to an equivalent state-space representation [19] gives

2 = Fxp, + Go
P, = H'x,

18

G(s) =

a9

where x, Is an n-dmensional vector and £, G, Hare appropriately
dimensioned matrices. Combining (19) with

o = N(V) (20
P, = Ny(V) @n
P,=P,+P (22
from FAgure 2.6 gives
% = Fxp + GNy(V)
23

P, = HTx, + NyV)

Thismodel siructure is an n—dimensional generaiisation of the one-
dimensional case described by (7)-(9); there the matrices £ G, H
are scalars. in [18] it is seen that a second order G(s) gives re-
sponses close to those reported in Shackshaft et. al. {17] by ap-
propriate choice of parameters ag, a,, by, by, 2, a, (Gnd reactive
counterparts).

The model (23) can be easily incorporated into simulation pro-
grams for power system dynamics. The parameters which deter-
mine matrices £. G. Hand nonlinear functions N,(-) and N,(-) must
be obtained from measured data.
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3 Parameter Estimation Methods for Nonlinear Systems
The load model (23) has the form of nonlinear system

x = f@xu0)
y = g(x,156)

where 8 denotesthe parameters to be estimated; In this case. the

components of £, G, Hand coefficients in nonlinearities N, () and

Ny(o).

We nowlook atidentification of suchmodels, |.e. estimation of the

parameters 8. In practice, there could be numerous parameters.

There are ways 1o reduce the number:

)} Use of canonical forms { 18] for (F G, H) reducesthe number
of parametersin (23)to n + m;

)] Use of speciai structures in N, (-yand N,(.). e.g. the single-in-
dex forms (16)-(17).

For the first-order model (14)(17). we have the five parameters
Po.Voana,Tp

For general systems of the form (24), we can proceed as follows.
Suppose that we have measurements of outputs and inputs at N
time Instants. y(t,) and () & = 1,...,N.Based on these measure-
ments, we want to obtain estimates of the parometer vector 6.
There are different approaches at hand, depending on what fur-
ther assumptions of the model are made.

The simplest approachis o adopt the model (24) asls, without fur-
ther assumptions. The system is then simulated using the inputs
u(1,). 1.0. the differential equation (24) is solved using some kind of
algorithm for numerical integration. The simulated outputs y,)so
produced are then compared to the actual measured outputs
»1). Typically a least squares quadratic criterion Is formed

N

Va0 = D 00y - )2 (25)
k=1
This criterion Is minimised using some optimisation algorithm. Ob-
viously thisis going to be computationally burdensome. For every
step in the optimisation, the integration routine has to be run a
number of times to produce the function value Vyand to obtain
a numerical gradient of V,, with respect to 4.

An obvious disadvantage with the deterministic model (24) isthat
all anomalies in data have to be captured by the parameters. A
way to circumvent thisis to infroduce nolise in the model descrip-
fion and estimate them by a maximum-likelihood criterion [20].

The stochastic model leads to even more computations than the
deterministic one, but can be more effective. The deterministic
approach is straight forwardly carried out with MATLAB curve fit-
ting commands. Animportant Input to such programs, besides the
data, Is an initial parameter estimate 8(0). This can often be ob-
tained from special response tests like steps andramps. A goodini-
fial estimate can prevent the problem with nonlinear optimisation
where the estimate can get stuck in a local minimum.

Another important issue Is identifiability {21]: the data must be ‘rich
enough’ to enable computation of the parameters. More com-
plex modeis with a higher number of parametersrequire data with
more information content.

4 Results from Field Measurements

Some results from [16] are used to lllusirate identification of the
nonlinear recovery models. The load models derived are In-
tended to represent the temporary load-voltage characteristics
on a time scale of about 10 seconds to 10 minutes. These models
are derived especially for voltage stability studies. A high load-
voitage sensitivity will generaily help the system to survive, after a
reduction of the supply voltage, by means of reduced power con-
sumption. The power consumption in the stressed system., in the
range of a few seconds to about 10 minutes, is therefore of great
interest, as well as the impact of the automatic on-oad tap-
changer (OLTC) control.

4.1 Feld Measuwrement Recordings

Fleld measurements from two substationsin Southem Sweden with
ditferent load compositions are presented in this section. Record-
ings were taken both In wintertime (February, 1991), with a large
part ofthe load consisting of electrical home heating appliances,
ond in the summer (June and August, 1991) when the amount of
electric heating is small. The load demand profile was studied In

24
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order to perform the tests during periods with small random varia-
tlons of the load. (Recall the discussion In Section 3.) The outdoor
temperature wasaround 0°C in February, 10°CinJune and about
18°CIn August. The supply voitage. as well asthe active andreac-
tive power. wasrecorded on the secondary side of the step-down
transformers. The supply voltage s defined on the fransformer sec-
ondary side (10 or 20 kV), as shown In Figure 4.1, To evaluate the
voltage appiled to the actual load devices, the voitage drop in
the distribution system. including one or two additional transform-
ors with fixed ratios, has to be taken into account.

130 or SO kV level

10 or 20kV level
Supplying Voltage

0.4kv

6 or 10kV level

Fgured.1. The is defined on the secondside of the
8 transformer, connected to a 130 or S0 kV system on the
primary 3
'l L
50kv
10/20 kV
9 L Load

| 4 1
[Recoarding Equipment }—y, p, 0
g%%%ag?et"me ) e?afg p"é?iﬁom and 16 cire uif-bfeag'lgﬁom Bf
the transformers is used to form the step.
Fotevik (FVK). one of the load areas studied, consists mainly of
electrically heated houses, and the other one, Svedala (SLA).isa
combination of standard homes and industries. All OLTC's be-
tween the feeding substation and the actual load devices were
blocked during the tests. No shunt or series capacitors were in op-
eration neither inthe FVK area nor in the SLA area. during the tests,
In FVK, the measurements were taken on the secondary side of
two parallel 25 MVA, 50/20 kV transformers. The load was fed by
a 20 kV system (cables - 35 km, and overhead lines - 17 km), a 10
kV system (cables - 63 km), 3 substations rated 20/10 kV, and 47

and 85 transformers rated 20/0.4 kV and 10/0.4 kV, respectively..

The load was around 30 MW in February, about 18 MWin June and
10 MW In August.

In SLA, the measurements were taken on the secondary side of
two parallel 16 MVA, 130/10 kV fransformers, supplying both the
homes and industry. The load was fed by a 10 kV system (cables
- 42 km, and overhead lines - 55 km) and 108 transformers rated
10/0.4 kV. The load was around 15 MW in February, about 10 MW
in June and 9 MW in August.

A voitage magnitude ramp variation was applied in the two
substations in February and step-changes were used in June and
August, The ramp was obtained by smuitaneous manual change
of the tap-changer positions on the two transformers operating in
parallel. The tap-changer positions were changed as fast as pos-
sible (about 8 seconds per step) from the highest to the lowest ac-
ceptable position (.e., the highest and lowest acceptable voit-
age magnitudes on the transformer secondary side) and vice
versa. The number of steps between the highest and lowest ac-
ceptable tap-changer positions varied from 5 to 7. Each step cor-
raespondsto 1.67% of the rated voltage on the transformer iow volt-
age side. A ramp formed in this way is, of course, an
approximation consisting of many subsequent step-changes. The
load demandlevel was too high in February to permit single frans-
former operation in FVK and SLA and. therefore, the step-change
could not be applied at that time.

True step-changes in the supplying voltage magnitude were ob-
tained by operating the two transformers in parallel at different
tap levels, and then switching off/on the circuit-breaker for one of
the transformers. see Figure 4.2. This method of forming a step-

change has also been used in {17] but the recording time was just
a few seconds.
The voltage magnitude variations are shown in Figure 4.3.

Rame Step
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For alithe recordings, the ?ronsforrqgfmh the highest tap position
was switched. Voltage steps of +'51o 10% were obtained In this
way. Thelimit for the size of the voitage step was set by the voltage
level on the fransformer secondary side (the voltage feeding the
load). the amount of reactive power ciiculating in the two trans-
;o:mefs and the secondary voltage level of the unloaded frans-
ormer.

Theresuits were quite similar for the two substations and there were
no major differences in the basic response at different times of the
day. However, there was a significant reduction in the amount of
active power recovered as the outdoor temperature increased.
For some of the summer measurements there was hardly any re-
covery at ali.

The diagrams in Figure 4.4, for February recordings, show that the
active powerwill startto Increase as soon asthe voltage reduction
stops. Within about five minutes, half of the initial active power re-
ductionhas beenrecovered. Initially, the composite load is almost
equai to a constant impedance load. Finally, the active power
curve stabilizes between constant current and constant power.
The small increase in reactive power after the voltage reduction
originates from the increased reactive losses due to the increased
current, when the active power recovers at lower voltage.

Active Power Recordings, FVK - Day, Evening and Night - Fedraary

105
3 iF Night
&
o095} Day
e
(118 '
E (1113
-
3
£ aist
§
g 07}
s
z 06st
2 st
033 ° 3 10 15 2
Time {minates]

Figwe 4.4a. Active power recordings affer a voltage reduction in FVK
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Figure 4.4b. Voitage and reactive power recordings after o voltage
reduction in FVK: February: day. evening and night. The number of
top-chonger steps used for the romgp Is shown In brackets.
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Figure 4.4c. Active power recordings ofter a voltoge reduction in SLA
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Figure 4.4d. Voltoge and reactive power recordings ofter o voltage
reduction in SLA

Active Power Recordings, FVK - February, June and August - Daytime
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Figure 4.5a. Active power recordings after a voitoge reduction in FVK
In Agure 4.5 the influence of the time of the year is presented for

load FVK in comparison with the infiuence of the time of the day
shown in Figure 4.4,
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Voltage and Reactive Power Recordings, FVK - February, June and August - Daytime
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Figure 4.5b. Voitoge and reactive power ecordings after a vollage
reduction in FVK

4.2 Specific Load Model Structure and Parameter
Identification

The structure of aload model describing the temporary load-volt-
age characteristic is derived first. Then the parameters describing
the behavlour of the different compaosite loads have to be identi-
fied. For the voltage ramp and step-change responses, Figures 4.4
and 4.5, afirst order model seems to be sufficient. General aspects
of this recovery response were described in Section 2,
The model structure which is similar for both the active andreac-
tive power is chosen as form (14), (15) with exponential functions
(16). (7

P, AN ( v )"’

— + P, = 1 = —_ - -

T + Pr = NV) i Ny(V) P"(Vo) Py v, (26)

- v\*
Py= P+ Poy @n

A B
120 -nminm = off) -off) e

~ v B
Q,=0r+ Qo(vo) (29)

where
ag = steady state active load-voltage dependence
a, = fransient active load-voltage dependence
Bs = steady state reactive load-voltage dependence
B, = hansient reactive load-voltage dependence
P, = active power consumption at pre-fault voltage (MW)
P, = active power consumption modei (MW)
P, = active power recovery (MW)
0, =reactive power consumption at pre-fault
voltage (Mvar)
0, =reactive power consumption model (Mvar)
0, = reactive power recovery (Mvar)
T, = active load recovery time constant (s)
T, =reactive load recovery time constant (s)
V = supply voltage kV)
Vo = pre-fault of supply voltage (kV)
As discussed in Section 2, the mode! consists of a steady-state part
and a dynamic part; for real power loading those are

PAV) = P.,(-‘Eio) and PAv) = Po(vlo)

(]
respectively.
The modet! will be shown valid for both the ramp and the step-
change ofthe supply voltage. when applied to a composite load,
including some electric heating.

From Figure 2.2, the expression
4P, - 4P, - Po(vq-/vo)"a - l’(:(V-+-/Vo)al I Rl
4P Po = Po(V. V)™ %

can beidentified as an activeload recovery factor (PRF). A corre-
sponding factor (QRF) can be defined for the reactive power.

PRF =

(30)
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There are aiternative ways to use the data recorded during the
field measurements, for estimating the parameters In (26)-(29).
The parameters estimated accurately depend on the sampling
period used for the identification. Using a longer sampling period
emphasizes the low frequency properties of the modeli; the influ-
ence of random load demand variations is significant, which
makesthe identificationless accurate. Onthe other hand. the use
of a small sampling period emphasizes the high frequency proper-
ties, and the Iinfluence of random load demand variagtions be-
comes negligible. These conditions apply particularly to ramps
and step-changes. To investigate the infiuence of the proportions
ofthe time serlesrecorded on the estimated parameters, different
Intervals were used for the parameter identification of the step
andramp variations. Intervals 2, 4,7, 15, and 30 minutes were used
for the step, and doubie these values for the ramp. Using around
15 minutes of the time series recorded provided the most accu-
rate result; the power recovery had become stabilzed and the
random load demand did not vary too much. The a8, parame-
ter can be estimated from the step-change with very high accu-
racy. For a, and T, ( 8, and T,). the accuracy is obviously iess, due
to the influence of random load demand variations.

Curve fitting with the least-square method was used for the po-
rametervalue identification. V,, P,and Q,were chosen asthe val-
ues of ¥ P and g. respectively, just befora the step or ramp. For the
step-changes. a/8) was derived from the value of V., and
P .(Q.).immediately after the step as

a = V. B = 177 (31)
+ +
ey, Y

Then a, and T, and T,) were obtained by using the non-inear
least-square method. Similarly, the parameters can be estimated
from the ramp response: a8,) are derived from final vaiues and
a,and T,B, and T using the non-linear least-square method.

4.3 Results from Field Measurements

The parameters, describing the temporary load-voltage charac-
teristic, a,a, and Tp(@,, B; and T,). for the voltage ramps and step-
changes applled at the two substations, are shown in Tables | and
Il. for daytime, evening and night ioads.

The modeis derived and recordings are seen to agree closely. In
Hgure 4.6, curve 1 shows the real power recorded at FVK, curve 2
the modelled power, curve 3 the steady-state load-voltage char-
acteristic and curve 4 the transient load-voltage characteristic.
More detalls are given In [16]. Tables | and |l show clearly that It Is
necessary to use differentload model parameter vaiues for differ-
ent times of the day and different days of the year. The load con-
sumption response vaties for different types of load composition.
" Active Power during a Voltage Reduction in FYK 1991-02-19, Daytime
3 v v -+

32r-

3t
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Figure 4.6. Model and recording of active power after q voltage amp in

FVK: February; daytime.

Table I: Active power load model parameter estimation results
for ramps and steps in the supply voltage.

Area| Month| Time | PolMWl} a, | a, | Tyls] PRF
EVK | Feb_ 3228 | 0. 2.26] 127.6_| 0.822
EVK b__|Evening[ 36.15 | 0. 20[ 143, 730
FVK| Feb |Night | 2798 | 0.17 | 2.46] 140.6 | 0.924
rvk | June lpgv 12006 1023 | 177} 2021 | 0.860 |
EVK T une [Eveningl 1621 10441 1.78] 1467 | 0.734
FVK | June |NIGht | 1490 | 0.17 | 1.83[ 186.4 | 0.897
vk | Aug 1166 090! 1062|2183 | 0429
FVK | _Aug |Evening] ©.13 | 0.58] 1.58] 2114 | 0.616
FVK | Aug [NIght p -1 -1 - -
 SLA | Feb Y 541 |03) 34 | 0.819
[ SLA | Feb |Evening| 1574 | 0.45 | 1.99] 139.2 | 0.759
SLA | Feb |Night 0.25 | 0.05| 2.05] 159.6 | 0970
| SLA | _June |Day 10.38 7 7 10633
["SLA | June |Everingl 7.4 | 079 | 1.60[ 363.8 | 0.490 |
SLA | June [NIQht | 640 [ 1.04 | 1.77| 146.7 | 0.392
SLA | Aug lDqv 976 |083| 157| 3516 | 0457
[SLAT Aug |Evening 748 | 109 3520 0260
[SIAT Aug [Night | 538 1391 1.56] 830 10105

Table li: Reactive power load model parameter estimation

results for romps and steps In the sy| voltage
Month OQoMvar] B | B | Tl

Area Time s /] ORF
EvK | Feb Y. 5.56 2. 5.22] 75.3 437
FVK| Feb |Evening] 648 [ 2.10] 4.96[ 114.7 | 0.504
FVK| Feb [Night 3.77 240 | 6.73] 1104 | 0.566
FVK qQqy 397 72| 476 10248 | 0.597
FVK | June |[Evening| 349 | 402 490[ 555 | 0.148
FVK| June |Night | 2.28 4381 6.32[ 1125 | 0.250
FVK | Aug |Day 3.09 6181 527 479 | 0014

K] Aug JEvening| 2381 543] 621 10050
FVK | Aug [Night - - - = =

| SLA Feb qy 523 3 4.18] 1317 130 |
SLA F evening! 4.69 403 ] 457 479 Q96
SLA | Feb |[Night | 2.68 4991 6465 29| 0.188

| SLA | June |Day Q9 3941 480

| SLA une |Evening| 394 4. 503] 730 0.031
SLA | June [Night 306 520 561 17.8 0.058
SIA | Aug 584 410! 464] 24 0.097

Aug |tvening| 3.86 459 | 507 0. 0.076

SLA [ Aug [Night 291 5341 545 3.4 0016

In special situations, model simplifications can be used. As de-
scribedin Section 2.ifthe indices a, and a, are close, a simpler cas-
cade model (Figure 2.5(b)) is applicable. The fleld measurements
used here show that when there is a small amount of heating
compared to industrial load (SLA areaq). there is almost no recov-
ery. in this case, a static load model would suffice.

5 Conclusions

This paper has presented a methodology for dynamic load mod-
eling orlented to large disturbance stabllity studies. The motiva-
tion has been towards voltage stability analysis, but the tech-
niques are equally applicable to time-scales for fransient (angie)
stability. The models can be expressed as higher-order or normal
(first-order higher dimensional form differential equations with
special structure related to steady-state and fransient load re-
sponse. There is also a convenient block diagram representation
in terms of nonlinear functions and a linear transfer function. The
parameters of the model can be identified from fleld measure-
ment data using a combination of closed form formulae (for step
and ramp responses) and least squares curve fitting.

Based on fleld measurements the identification of a load model
with recovery in the time scale of minutes has been carried out;
the recovery largely originated from thermostat controlled heat-
ing devices. The effect of (faster) recovery In electrical motors [9]
and due to tap-changers of higher voltage buses has not been



dedait with. This requires measurements on other time-scales and
voltage levels. Shackshaft et. al. [17] has already made load re-
covery recordings on ¢ time-scale of seconds where motor load
behaviour is significant. An analytical discussion of how various
lood devices have thek recovery behaviour captured by the
mode} presented in Sectlon 2is given in [13).

Even within the scope of the present experimental project. there
are some refinements. It is difficult to deal with the random varia-
fionsin power demand. There is aiso the problem of load drift and
change in composition; it is impossible to repeat a recordng on
the same load composition for different applied voltages. More
sophisticated measurements and signal processing such as sto-
chastic parameter Identification could help [20].

Certainly, this will be the case when more complicated forms for
P,(-)and P{.) are used which require more coefficients. The mea-
surement techniques in [16] also provide responses to sinusoidal
and pseudo-tandom noise voltage signails; these should help pro-
vide more detalled modals.

The load recovery measwred in the above work includes the ag-

- gregate effect of normal domestic and industrial load. This in-
cludes electrical home heating as amajor source of seasonal varl-
ation. The load modeling project at Chalmers University Includes
investigations of load response on these and other devices to
compare with the aggregate responses [9, 15, 22].

The thesisby Karisson [16] considers other aspects of loadresponse
with respect to physical behaviour. For instance, the active and
reactive recovery responses are related. For the loads considered
here, the reactive power recovery originates from inoreased
reactive losses in the distribution system folowing active power re-
covery.

The modelling methodology has already yieided insights into the
nature of dynamic voltage phenomena and their control. The ini-
fial jump inload (see Agure 2.2) of course gives temporary relief to
the system following a voltage drop. The recovery restores load.
The study of implications for understanding dynamic voltage sta-
bilty has begun in [12-14]. The thesis [16] has looked at biocking
strategiesbased on dynamic load type for OLTCsto avoid voltage
coilapse. it also seems reasonabie to consider recovery models in
fransient (angle) stability studies. As discussed in [13], recovery
models can be In principle identifled in a fime scale of secondsin-
cludng the effect of motor load [17].

in principle the effect of OLTCs can aiso be incorporated into the
load model evaluated at higher voitages, but this requires more
intrusive fleld measurement techniques.
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Discussion

M. K. Pal: As stated in the introduction, the load modeling work
reported in the paper was motivated by current work in voltage
stability. Our comments, likewise, apply mainly to voltage stabil-
ity analyses. In vast majority of voltage stability analyses, a
higher order dynamic load model is not really necessary. Voltage
stability is determined by overall dynamic behavior of the load.
The overall response speed of aggregate load is generally slow.
Therefore, a first order model should be sufficient. The authors
basically seem to agree with this contention. Based on field
measurements, they have also identified a first order load model
for loads with slow recovery time. The significant features of the
aggregate load response as observed by the authors in laboratory
and field tests are also what one would expect from the known
behavior of the individual load devices and/or from well estab-
lished mathematical models of these devices.

A higher order model might be appropriate in a general
stability analysis that encompasses voltage stability. When the
individual devices are large and form a significant part of the
total load, a first order model may not be adequate to represent
these devices. This would be especially true if these loads have
complex dynamics that significantly affect stability results. In
such situations it would be prudent to use rigorously derived
detailed models for these devices, rather than rely on higher
order aggregate models derived from field tests. Aggregate mod-
els are useful when a model is needed and nothing else is
available, or when the actual form of the model or parameter
values are relatively unimportant. In our discussion we therefore
concentrate on first order model.

It would be instructive to compare the models of the paper
with that used in [A-B), the general form of which is shown in
equation (1).

1,,G = PWV) - VAV/V)"G 0]

with n > 1.0, for the real power, and similarly for the reactive
power.

The model given by (1) has characteristics similar to the first
order model discussed through much of the paper. Although the
model is referred to as a generic aggregate load model, it is in a
form that naturally describes several common dynamic load
types, e.g. impedance loads rendered dynamic by LTCs, approxi-
mate model (the slip model) of induction motors, etc. Actually,
models of all known dynamic load devices derived from physical
laws show overall response behavior similar to that of (1). There
is no reason why the overall aggregate behavior should be any
different. Physical reasoning suggested the limit imposed on the
value of n. Actual values of the parameters are not important
for providing insights and explain the various phenomena in
voltage stability.

Differentiating (1), and after some manipulations, the above
load model can be reduced to the form of equation (3) or (5) of
the paper. Equation (3) of the paper is, therefore, an alternative
form of (1). (Yes, (1) looks too simple to deserve serious atten-
tion; but looks can be deceiving.) However, equation (3) would
be awkward to handle in numerical simulations, since it would
require transformation to another form, e.g., equation (7) or
(14). This would tend to suppress the fact that the physical
validity of the model is dependent on the parameter values and
that any anomaly in parameter values would have to be identi-
fied.

As pointed out in [C], in the authors’ formulation it is easy to
assign inappropriate values to the parameters, so that stability
conclusions from static and dynamic analyses conflict when they
should not. For example, it has been shown in [C] for a specific

load, and in [B] for a number of different load types using actual
dynamic models, that for constant source voltage, the stability
results from static and dynamic analyses are identical. In other
words, when the source voltage can be assumed to be constant,
voltage stability results are independent of load model as long as
the model is physically valid.

Note that in the paper’s special case where the steady-state
and transient load functions are related by constant scaling, the
stability results can be anomalous, depending on the numerical
value of C chosen. For example, with C = 1.0, stability is always
maintained. (No indication of the range of values of C is given
in the paper.)

The generic load model suggested in [D] is also of the form of
equation (1), except that the correct limits of the transient
parameter values have not been recognized. The consequences
are discussed in [E].

In voltage stability studies the objective is to assess stability
status, and devise and evaluate methods for improving stability.
Actual voltage dynamic performance is rarely of any concern.
This justifies the use of an aggregate model that captures the
essential features of the load dynamics affecting voltage stability.
The model must however be physically justified. It should also be
reasonably simple and convenient for computational purposes.

The dynamic load model derived in this and the previous
paper [13] is more complex than it need be. As has been pointed
out in [C], the model uses variables which are not true state
variables. This requires transformation of variables before the
model can be used in actual computations.

While dynamic concepts and dynamic load models are neces-
sary to provide insights into the problems and explain various
phenomena, actual dynamic system analyses for voltage stability
are rarely necessary, since the same answer as from a dynamic
analysis can be obtained from a steady-state analysis [A-B]. In
specific situations when dynamic analyses are deemed necessary,
the use of detailed models of the individual load devices should
be considered. The use of a generic aggregate load model would
be inappropriate in such situations [B].

In response to the authors’ conclusions, we would like to
comment that the voltage stability problem is now well under-
stood. Cost-effective solutions can be devised for most utility
systems, although their general acceptance and implementation
will require some time. More exotic load models are not likely to
yield additional insights into the subject.

References

[A] M. K Pal, “Voltage Stability Conditions Considering Load
Characteristics,” IEEE. Trans. on Power Systems, Vol. 7,
No. 1, pp. 243-249, Feb. 1992.

[BI M. K. Pal, “Voltage Stability: Analysis Needs, Modelling
Requirement and Modelling Adequacy,” to appear in IEE
(UK) Proc. C, Gen. Trans. & Distrib.

[C] M. K. Pal, Discussion of reference [13] of the paper.

[D] W. Xu and Y. Mansour, “Voltage Stability Analysis Using
Generic Dynamic Load Models,” IEEE PES Winter Meet-
ing, Jan. 31-Feb. 3, 1993, Columbus, OH, 93 WM 185-9-
PWRS.

[E] M. K. Pal, Discussion of [D].

William W. Price (GE Power Systems Engineering, Scheneclady,
NY): This paper presents a very thorough and intercsting
discussion of dynamic load models and is a valuable contribution
to this field. Would the authors please clarily equation (3)7 1



believe it is intended that there be a "dot” over the last V as well as
over the first Py. Also, it may be of interest that the IEEE Task
Force on Load Representation for Dynamic Performance is
preparing a sct of recommended load models. A dynamic maodel
of the fotlowing form has been proposed:

Po f

Pmax(V)

Except for the addition of the limit on the output and the {requency
dependency, this model is mathematically equivalent to the
authors’ first-order model as shown in tigure 2.5(a) of the paper.
The form is slightly different in order to retain the steady-state
load characteristic (Pg) explicitly in the model rather than the
function N = Pg - P which the authors include. Would the authors
care to comment on the desirahility of including this type of model
as a recommended model for dynamic performance analysis? In
particular, do they have any strong objections 1o the usc ol the
above form rather than their figure 2.5(a)?

Manuscript received February 25, 1993.

S. Casper, L-Y. Xu, and C. O. Nwankpa (ECE Department,

Drexel University, Philadelphia, PA):

The authors should be commended for their interesting pa-
per on applying parameter identification techniques to dynamic
load models for large voltage disturbances. We agree with the

”... the importance of accurate load modeling in

authors on
voltage stability analysis” which is the motivation of this work.
The discussors will appreciate authors’ comments on the fol-

lowing.

The load model closely describes load response to a voltage step
or ramp immediately after the voltage disturbance and for sev-
eral minutes representing the recovery time. One concern we
have about this model is how well does it model a system with
time-varying load composition which is an accurate represen-
tation of reality where there is significant customer switchings.
If the authors’ model is not applicable to this situation, what
suggestions do you have on addressing this problem? In ad-
dition, the tests in the paper were described for ”...composite
load, including some electric heating.” How does this model
hold for load compositions of various types? Can this model
be used for a generic load composition or for specific loads of
one particular composition?

Manauscript received March 1, 1993,

Daniel Karlsson, David J. Hill: We thank the
discussers for their valuable comments and
questions. Many of these constitute contribu-
tions to the subject of the paper.
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William W. Price:

There is a dot over the last V as well as over
the first P, in equation (3). These two dots
are not presented as clearly as the dots in
equation (1).

It is correct that the block diagram in Figure
2.5(a) and the block diagram in this discus-
sion are mathematically equivalent. It would
be useful to know the source of the latter
diagram. In Figure 2.5(a), the form of the
block diagram avoids any feedback signal from
P;. In equation (26) of the paper, P, can be
identified as x in the block diagram of

Mr. Price’s discussion. The choice of form of
the block diagram is more a matter of taste,
and depends on the purpose of the diagram. We
do not have "any strong objections" to the use
of the alternative block diagram proposed.

The authors generally agree with the opening
remarks which echo ideas expressed in referen-
ces [11-16]. It is also pleasing to see that
Dr. Pal now accepts the value of aggregate
load models in contrast to earlier comments
{cl.

Model (1) in the discussion (which generalises
that in [A] where P(V)=P, and n=2) is actually
a special case of the more general class of
models discussed in [13], i.e.

Byt+f(P,, V) = gl(Pg, VIV (cl)

Similarly, model (3) in the paper and the
model in [D) are all different special cases
of this class. These models share some common
behaviour, but differ in detail. Some results
connecting these various aggregate models to
particular device characteristics have been
reported [13, C], but the comment that models
of all known dynamic load devices derived from
physical laws show overall response behaviour
similar to that of (1) in the discussion has
not been justified.

The authors have never suggested using the
form (3) in numerical simulations; the results
of references [12, 14, 16] have all used the
normal form (7)-(8); the transformation bet-
ween input-output and state-space forms is
trivial.

The issue of static vs dynamic stability
conclusions (which is partly a matter of
semantics) certainly was not fully resolved in
[13, C]; it is an unnecessary distraction
here. The authors do not agree with Dr. Pal
that ".. actual dynamic system analyses for
voltage stability are rarely necessary, since
the same answer as from a dynamic analysis can
be obtained from a steady-state analysis.."

Even less do we agree "that the voltage stabi-
lity problem is now well understood". This
opinion is derived from practical and theore-
tical curiosity.

A complete response to Dr. Pal is not possible
because some of the references in his dis-
cussion are not yet published.
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S. Casper, L-Y. Xu, C. O. Nwankpa:

The disussers first guestion is about how well
the proposed load model models a system with
time-varying load composition, which origina-
tes from customer switchings. The answer is
that the structure of the model is applicable
for all the compositions investigated. The
parameter values, however, differ for diffe-
rent times of the day and different times of
the year. This means that the load model
structure holds for time-varying load composi-
tions, but the parameters have to be adjusted.

The second question is about how well the load
model holds for load compositions of different
types. The field measurements were performed
in two different substations in the South of
Sweden for different times of the year and
different times of the day. One of the sub-
stations was feeding an "extremely" residen-
tial load composition, consisting of a village

with mainly one-family houses and no industry
at all (about 10 000 households). The other
substation was feeding a slightly smaller
village including a quite big industry. The
load model is accurate for all the recordings
from these two substations. The active power
recovery largely originates from thermostat
controlled heating devices, which is a large
part of the load during winter. The load model
does not include induction machine dynamics or
any other short term dynamics (time constants
less than 10 seconds). It is the opinion of
the authors that the structure of the proposed
load model is valid for residential and com-
mercial load compositions including some elec-
trical heating. Induction machines and other
specific load devices with certain charac-
teristics have to be modelled separately, if
they are a large part of the total locad or if
their behaviour is significant for the study.

Manuscript received May 4, 1993,



